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Chirped femtosecond pulses are used to selectively excite vibrationally coherent wave packets in the ground
and excited states of molecules in solution. Femtosecond chirped pump/transform-limited probe experiments
on both nonreactive and reactive systems (LD690 and bacteriorhodopsin) are presented, showing that slight
pulse chirps can lead to large differences in the observed amplitudes and damping times of the wave packet
oscillations. By comparing the experimental data with numerical simulations based on multimode harmonic
oscillator models for the molecular potential energy surfaces, we conclude that positively chirped pulses
discriminate against the formation of an oscillatory ground-state component via impulsive stimulated Raman
scattering, while negatively chirped pulses enhance this process. The ability to separate the relative
contributions of either the ground- or excited-state vibrational coherence to the transient absorption signal by
slightly modifying the phase structure of the excitation pulse enables us to obtain state-specific information
about the vibrational dephasing.

Introduction

The advent of ultrashort pulse lasers has provided chemists
with the opportunity to observe molecular photophysics with
unprecedented temporal resolution. The achievement of optical
pulses with durations as short as 4.5 fs1,2 is made possible by
the ability to experimentally control the frequency-dependent
phase of the laser pulse.3 This is because the group velocity
delay (GVD)τ(ω) of a given frequency component of the field
is related to the phase via4

For a pulse with a given spectrum, all the frequency components
of that spectrum must be in phase and arrive at the same time;
i.e., τ(ω) must be independent of frequency. Whenφ(ω) has
no quadratic or higher order dependence on frequency, the pulse
is said to be transform-limited (TL).
The ability to controlφ(ω) also provides the opportunity to

put higher order phase terms on the pulse spectrum in a
controlled manner. These higher order phase terms are known
as chirp. Chirped pulses have been used to enhance population
transfer5-7 and to control wave packet evolution8,9 in molecular
systems. Several groups10-13 have proposed modifying the chirp
of a broad-band pulse in order to create well-defined target
molecular states (e.g., a squeezed state), and such tailored wave
functions may be sensitive probes of molecular dynamics.14,15

Recent experiments have used chirped ultrashort pulses to obtain
information about the time scales of electronic dephasing of
molecules in solution and ultrafast carrier relaxation in semi-
conductors.16,17

In this paper we present a detailed analysis of the use of
chirped femtosecond pulses to excite vibrational coherences in
large molecules in solution.18 Such coherences result in wave

packet motion and oscillations in a variety of time-resolved four-
wave mixing spectroscopies, including transient absorption and
photon echoes. The observation of such oscillations in photo-
chemically reactive systems has provided evidence that vibra-
tional coherence may play a role in several important photo-
chemical reactions.19-21 In light of recent theoretical and
experimental evidence that such vibrationally coherent photo-
chemical reactions are possible, it is important to be able to
distinguish between oscillations originating from an impulsively
excited ground state and those from the excited state or from a
state populated from the excited state (i.e., the photoproduct).
This paper shows that the use of chirped pulses can shed some
light on the electronic state of the origin of the oscillations seen
in experiments on such systems. By analyzing the amplitude,
phase, and damping of oscillations excited by chirped ultrashort
pulses, we demonstrate that such pulses can selectively excite
coherent wave packet motion on either the ground- or excited-
state potential energy surface of a molecule. Experiments on
the laser dye LD690 and the photoreactive system bacteriorho-
dopsin (BR) show how the selectivity afforded by chirped pulse
excitation aids in the interpretation of the observed dynamics.
The mechanism by which we achieve this selectivity has been

observed before in numerical simulations of chirped pulse
excitation of CsI22 and can be thought of as a one-photon variant
of the “pump-dump” process proposed by Tannor and Rice23

as a means to achieve selectivity in photochemical reactions.
Figure 1 shows a schematic of the process that gives rise to
much of the effects we observe. In the wave packet picture,24

the first field interaction places amplitude on the excited state
where it starts to slide down the potential surface. A second
field interaction can either bring more amplitude up, creating
population in the excited state, or it can bring the amplitude
from the first field interaction back down to S0, creating a
displaced hole in the ground state.25 In this latter case the two
sequential field interactions result in an impulsive resonant
Raman process that transfers momentum from the light pulse
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to the S0 wave function using the S1 state as an intermediary.
Since the wave packet on S1 is moves from higher optical
frequencies to lower, the second process will be enhanced when
the color components of the pulse are ordered in time so that
red follows blue. Thus a negatively chirped (NC) pulse favors
the creation of a nonstationary ground-state hole, while a
positively chirped (PC) pulse will discriminate against the
formation of the oscillating ground-state component. Although
pump-probe experiments are often assumed to probe only
dynamics on the excited state, a short pulse interacting with a
molecular system can always induce motion in the ground state
via this mechanism, introducing ambiguity into the interpretation
of the observed dynamics. Chirping the pump pulse provides
a way to experimentally enhance wave packet motion on either
the ground or excited state and allows one to selectively probe
dynamics on those states.
It is important here to distinguish between the excitation of

wave packet motion, which depends on the creation of
vibrational coherences, and the net amount of population
transfer, which in the weak field limit is independent of the
pulse chirp.5,26 In the present experiments the pulse chirp does
not affect the amount of population in either the excited state
or ground state, but rather the vibrational coherence within those
populations. It is these vibrational coherences that provide
information on the wave packet dynamics on the electronic
potential energy surfaces and which we observe in the pump-
probe signal. The fact that these coherences are quite sensitive
to the chirp of the optical excitation pulse shows the importance
of taking the detailed nature of the excitation into account when
analyzing such experiments.

Experimental Section

The laser system used to produce the ultrashort pulses in this
experiment has been described before.3,27 Sixty-femtosecond
amplified CPM pulses are used to generate continuum in two
different single-mode fibers, one of which is compressed in the
usual manner with gratings and prisms, yielding an ultrashort
(10-fs) probe pulse. The output of the other fiber travels through
a grating pair, a broad-band dye amplifier,28 and then a set of
prisms, resulting in a pulse width of 12 fs. The amplified short
pulse is slightly longer than the unamplified probe pulse owing

to the limited gain bandwidth of the amplifier, which results in
a narrower spectrum. The pulse energies are on the order of
0.5 nJ, where the signal was found to be linear with pump
intensity. Experiments on LD690 are performed on a flowing
jet of the dye dissolved in methanol, with a probe transmission
of at least 50%, while those on BR used a buffered aqueous
solution27 flowed in a 200-µm path length sample cell and
continuously illuminated to ensure that it remains in its light-
adapted form. The pump probe signals are detected several
ways: single-wavelength detection was accomplished by spec-
trally filtering the probe after the sample with a monochromator
or interference filter and using lockin detection in conjunction
with differential amplification to collect the pump-induced
transmission. Alternatively, entire spectra were obtained by
taking the probe beam and putting it into an optical multichannel
analyzer, which detects all wavelengths simultaneously.29

The chirp of the pump pulse is modified by changing the
separation of the pulse compression gratings. Although this
affects mainly the linear chirp,4 higher order terms in the phase
structure of the pulse can be affected too, and it is important to
have a way of measuring the actual phase of the pulse. This is
done by cross-correlating the 60-fs narrow band pulse with the
12-fs pulse in a 100-µm KDP crystal and analyzing the spectrum
of the upconverted signal.3,30 By selecting the right mixing
frequency, we can determine the arrival time of a given
frequency component of the original broad-band pulse. By
fitting the experimentally determinedτ(ω) to a polynomial, we
can easily obtain the frequency-dependent phase from eq 1.
Figure 2 shows a typical pulse spectrum|E(λ)|, the absorption
spectra of LD690 and BR, and typical measured frequency
delaysτ(λ) for different grating settings. A linear least-squares
fit to the data yields quadratic phase termsΦ′′(ν) of -6109,
-214, and+5179 fs2, respectively, which determine the linear
chirps. This quadratic phase term varies linearly with grating
separation, as predicted.4 The intensity autocorrelation widths
are 43, 19, and 57 fs, respectively, which correspond to pulse
widths of 28, 12, and 37 fs, assuming a sech2 intensity profile.
We found that, for a given magnitude ofΦ′(ν), positive and
negative chirps did not give the same pulse widths owing to
the asymmetric power spectrum. Also, even the shortest pulse
is not really transform-limited, which would result in a flat plot
of GVD vs wavelength, but has residual cubic structure (this

Figure 1. Schematic of the two electric field interactions that give
rise to the impulsive resonant Raman process leading to ground-state
wave packet oscillations, along with the frequency components as a
function of time for the negatively chirped pulse that enhances this
process. Shown for comparison is the two-pulse “pump-dump”
sequence, which would also lead to the nonstationary ground state.
The inset figure shows the evolution of the wavelength of the S1 wave
packet as a function of time (solid) and the time-dependent wavelength
of negatively chirped and positively chirped pulses (dashed).

Figure 2. (Top) Measured group velocity delay times across the
spectrum for grating separations corresponding to PC, TL, and NC
pulses described in the text. (Bottom) Experimentally measured|E(λ)|
spectrum of the 12-fs pulse, along with the absorption spectrum of
LD690 in methanol (dashed) and bacteriorhodopsin (dot-dashed).
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has been observed previously for compressed pulses31). We
refer to the shortest duration pulse as transform-limited (TL)
for the sake of convenience.

Results

1. LD690. Figure 3 shows the dynamic absorption spectra
of LD690 with NC, TL, and PC pump pulses. The pulse widths
are 25, 12, and 19 fs, respectively. The approximately 60-fs
oscillations in the induced transmission correspond to LD690’s
dominant 586-cm-1 mode and have been observed before.32 The
oscillations are due both to wave packet motion of the population
impulsively created on the excited-state potential and to the
nonstationary “hole” left behind in the ground state and are seen
at all wavelengths. The behavior of the oscillations can be
roughly classified according to the spectral region of the detected
wavelength. The three regions we will be concerned with are
the region to the blue of the absorption maximum (570-600
nm), the region around the absorption maximum (600-620 nm),
and the red end of the spectrum (620-680 nm).
The most dramatic effects are seen in the red part of the

spectrum: Figure 4 shows the pump-probe signal at 640 nm
detected with a monochromator and lockin, along with the

Fourier power spectra of the oscillations. To obtain the spectra,
we first Fourier filter the data to remove all high-frequency
oscillations. This smoothed component is then subtracted from
the original data, and the result is divided by the smoothed
component, so that the oscillations are normalized to the total
signal level. For the data shown here, the PC pulse width is
33 fs, the TL pulse width is 12 fs, and the NC pulse width is
20 fs, and although the measured pulse widths are different,
the size of linear chirp on the pulses is very similar, as was
explained in the Experimental Section. In all three spectra we
see a large 586-cm-1 peak and a trace of a broader peak at
about 1170 cm-1, which corresponds to the second harmonic
of the 586-cm-1 mode. Any other peaks that might be present
are within the noise level. As we put negative chirp on the
pulse, the oscillations at 640 nm are first enhanced, with a
maximum enhancement occurring at a chirp corresponding to
a pulse about twice as long as the TL pulse (this maximum is
the NC case shown in Figure 4) and are then slowly washed
out as the pulse gets longer. At the maximum the 586 cm-1

peak from the NC data is almost a factor of 5 larger than that
of either the TL or PC data. By moving the grating in the
opposite direction and putting positive chirp on the pulse, we
find that the oscillations are only diminished, never enhanced.
The region around the absorption maximum, 610 nm, exhibits
oscillations that are far less dependent on the chirp, although
their amplitude does decrease with both positive and negative
chirp. At 600 nm we see an opposite trend from the 640-nm
datasa slight enhancement as we chirp the pulse positively,
while negative chirp results only in smaller oscillations. To
the blue edge of the probe spectrum, around 580 nm, we see
that the oscillations are lessened by both positive and negative
chirp. In summary, by looking at the extent to which the 586
cm-1 mode modulates the pump-probe signal, we find that
chirping the excitation pulse can have a profound effect on the
dynamical evolution of the population. The fact that, for a given
pulse width, positively or negatively chirped pulses yield very
different signals shows that these effects are not just due to the
temporal broadening of the pulses.
2. Bacteriorhodopsin. Various probe wavelengths were

detected, but our analysis will concentrate on the signal detected
at 656 nm, close to the peak of the photoproduct absorption.
Figure 5 shows the experimental differential transmittance at
this wavelength, and we see the rapid growth of the induced
absorption as the molecule isomerizes, on which are superim-
posed are the oscillations resulting from wave packet motion

Figure 3. Time-resolved absorption spectra of LD690 in methanol
excited by (1) a positively chirped pulse with an intensity autocorrelation
width ) 19 fs (top), (2) a transform-limited pulse with an intensity
autocorrelation width) 12 fs (middle), and (3) a negatively chirped
pulse with an intensity autocorrelation width) 25 fs (bottom). The
vertical axis corresponds to the normalized transmission change,∆T/
T.

Figure 4. Experimental pump-probe signal for LD690 at 640 nm:
top trace) positively chirped pulse, autocorrelation width) 33 fs;
middle trace) “transform-limited” pulse, autocorrelation width) 12
fs; bottom trace) negatively chirped pulse, autocorrelation width)
20 fs. Also shown are the Fourier power spectra of the oscillatory
component.
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in S0. Next to the pump-probe traces are the normalized
Fourier power spectra of those oscillations. The middle trace,
corresponding to the TL pulse, is similar to that obtained
previously27 and exhibits four strong peaks in the high-frequency
part of the Fourier spectrum. All these peaks correspond to
modes observed previously in resonant Raman experiments.
Also shown are the traces and Fourier transforms for PC and
NC pulses. In the case of BR we cannot chirp the pulse very
much before we wash out the oscillations completely. The high-
frequency vibrations have such short periods, 20-30 fs, that
we cannot adjust the gratings very far before the pulse duration
is longer than the period and we lose the ability to impulsively
excite the mode. Even with these light chirps, we do see an
effect, especially for the modes around 1000-1200 cm-1. A
PC pulse completely extinguishes the peaks in this region, while
they are still present in the NC data. The 1530-cm-1 mode is
decreased by about the same amount by either chirp. We do
not, however, see any enhancement of BR’s oscillations by
applying a NC pulse, unlike in LD, where the Fourier peak
increased by a factor of roughly 5. Note that the low-frequency
structure around 250 cm-1 is largely unaffected by these pulse
chirps.

Calculations and Discussion

As mentioned in the Introduction, we believe the main effect
of chirping the pulse is to change the amount of ground-versus
excited-state contribution to the oscillations. One way to
distinguish between the two would be if the vibrational
frequencies in S0 and S1 are different. Joo and Albrecht have
analyzed their four-wave mixing experiments in terms of a 586-
cm-1 ground-state vibration and a 571-cm-1 excited-state
vibration.33 If this were the case, one could distinguish ground-
and excited-state contributions to the pump probe signal by using
the Fourier transform of the data alone. Our resonance Raman
measurements, however, are consistent with the 571-cm-1 mode
being ground state in originsit has a narrow line width, and its
relative intensity does not depend on the excitation power.
Fourier transforms of long-time traces did not turn up any new
frequencies besides those already seen in the resonance Raman
measurements, and the 571 cm-1 shows up as a slight shoulder
on the 586-cm-1 peak. Since there is no evidence of new
vibrational frequencies in S1, in order to model the data we make
the assumption that the excited-state PES is identical to the
ground-state one except for a mode-dependent shift of the
potential energy minima.
The assumption that the excited state is merely a displaced

version of the harmonic ground state makes it straightforward

to numerically simulate the data. The differential pump-probe
signals are related to the third-order polarizationP(3)(ω) via

To obtainP(3)(ω) we must numerically integrate the four time
correlation functions that result from solving the time-dependent
Liouville equation perturbatively to third order34,35

whereRi can be written as the product of harmonic oscillator
linear response functions,34 for instance

The line shape functiong(t) is evaluated for undamped harmonic
oscillators for the case of intramolecular vibrational modes and
as a stochastic broadening function to take solvent effects and
dephasing into account

The intramolecular parameters, namely 18 harmonic modes with
frequencies (ω) and dimensionless displacements (D) derived
from resonance Raman data, can be found in Table 1. The
intermolecular parameters, including the fluctuation width∆
and the solvation correlation functionM(t), are those used before
to calculate photon echo signals for LD690 in methanol.36 The
electric field of the pump pulse is a Fourier transform of the
magnitude of experimentally measured pulse power spectrum
multiplied by a frequency-dependent phase function derived
from the cross-correlation measurements. Specifically, the
spectrum in Figure 2 shows|E(λ)|, while a cubic polynomial
was fit to the GVD data. These calculated pulses reproduced
the shape of the experimentally measured pulse autocorrelations
and cross-correlations to within 10-20%. The probe pulse was
taken to be an 8-fs truncated Sinc function35 whose spectral
width matched that of the experimentally measured probe
spectrum. The calculations in this case are fairly insensitive to
the probe pulse as long as the pulse duration and spectral width
do not change significantly.
The calculations confirm the intuitive picture presented in

the Introduction: a negatively chirped pulse produces an
enhancement of the oscillatory motion of the ground-state hole
wave packet, which is manifested in the time-dependent
absorption of the molecule. A positively chirped pulse, on the
other hand, decreases the oscillatory component of the ground
state relative to the TL case. Figure 6 shows the calculated

Figure 5. Experimental pump-probe signal detected at 656 nm for
BR with NC, TL, and PC pump pulses with pulse widths (assuming
sech2 pulse shapes) of 17, 12, and 22 fs, respectively. The Fourier power
spectra of the time-dependent oscillations are shown at right.

TABLE 1

ω (cm-1) D ω (cm-1) D ω (cm-1) D

303 0.32 1143 0.09 1416 0.20
571 0.43 1159 0.10 1523 0.16
586 0.90 1172 0.20 1540 0.14
734 0.28 1244 0.11 1553 0.14
813 0.09 1344 0.23 1568 0.15
1130 0.14 1365 0.13 1662 0.35

∆T/T∝ ø(3) (ω) ) P(3)(ω)/Eprobe(ω) (2)

P(3)(t) ) (i/p)3∫-∞

t
dt′∫-∞

t′
dt′′∫-∞

t′′
dt′′′ E(t′) E(t′′) E(t′′′) ×

∑
i)1

4

Ri(t - t′, t′ - t′′, t′′ - t′′′) (3)

R1(t1, t2, t3) ) exp[g(t1) + g* ( t2) + g* ( t3) +
g(t1 + t2 + t3) - g(t1 + t2) - g* ( t2 + t3)] (4)

gintra(t) ) (D2/2)[(nj + 1)(e-iωt - 1)+ nj(eiωt - 1)] (5)

ginter(t) ) iλ∫0t dt′ M(t′) + ∆2∫0t dt′∫0t′ dt′′ M(t′′) (6)
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signal at 640 nm along with its decomposition into ground- and
excited-state components. As in the experiment, the largest
effect is seen in this spectral region, with the ground-state
contribution greatly increasing with the negative chirp and
manifesting itself as a deeper modulation of the total signal.
The excited-state contribution is slightly degraded by both
positive and negative chirp because the longer excitation event
broadens the wave packet.
Another comparison of theory and experiment is shown in

Figures 7 and 8, which plot the frequency-resolved Fourier
power spectra of the normalized oscillations of the experimental
and calculated signals for PC, TL, and NC pulses. Note that
in these figures both axes are in units of frequency, one being
the optical probe frequency and the other being the molecular
vibration frequency. The experimental values were obtained
from the data as described above for Figure 5, while the
calculated ones result from the calculations described above and
then repeating the procedure used for the experimental data.
Only the first 300 fs of data was Fourier-transformed in order
to avoid complications from different damping times for
different chirps (discussed below). The absolute magnitudes
of the experimental and calculated Fourier transforms are not
in good agreement, with the calculated amplitudes being
consistently larger by up to a factor of 3, depending on the probe
wavelength. We concentrate on trends across the spectrum and
the qualitative agreement between theory and experiment, which
should indicate whether our calculations capture the basic
physics of the process. The agreement is best for the case of
NC pulse excitation: both theory and experiment show a very
large enhancement of the oscillations starting at around 610 nm
and obviously extending well outside of the probe’s spectral
window. In both Figures 7 and 8 the magnitude of these
oscillations is the largest seen for any pulse, modulating the
transient absorption by 50% or more. One discrepancy is that
the calculation predicts that a significant second harmonic of
the 586-cm-1 mode should be visible at the low-frequency side
of the window, whereas experimentally this component is not
nearly so pronounced. Our expectation that a PC pulse excites
mostly excited-state wave packet motion is confirmed by the
observation of a strong minimum in the Fourier amplitude seen
in both the calculated and experimental signals for positive chirp.
The experimental minimum occurs at about 635 nm, close to
the maximum of the steady-state fluorescence spectrum in
methanol, which corresponds to the bottom of the S1 potential
well, according to our displaced harmonic oscillator model.

Since the wave packet travels through this region twice per
period and also broadens at the bottom of the well, the S1

oscillations are washed out in this region and a minimum in
their amplitude is observed.20,35 Neither the NC nor the TL
pulse data show such a minimum because in these cases there
is a significant contribution from motion on S0. Theory and
experiment for TL pulse data show good agreement in the low-
frequency half of the probe spectrum, but the data also shows
an equally large Fourier magnitude to the high-frequency side,
which is absent from the calculated signal. In fact, both the
TL and the PC pulse data show a large oscillatory component
extending far to the blue, while the calculated signals suggest
that it should die off around 17 000 cm-1. Overall, however,
the agreement between experiment and calculation is fairly good,
especially considering that the system being modeled is a large,
complicated organic molecule in a room-temperature molecular
liquid.
In addition to the amplitude of the oscillations, we can also

determine their wavelength-dependent phase. Since the 586-
cm-1 mode has a period of about 60 fs, a delay of 60 fs
corresponds to a change in phase of 2π. Figure 9 shows the
relative delay of the oscillations as a function of probe
wavelength for NC, TL, and PC pulses, along with the calculated
wavelength-dependent delays. This data was derived from the
OMA measurements, where all wavelengths were detected
simultaneously in order to eliminate the possibility of zero drift
in the delay stage. For both positively chirped and TL pulses,
the oscillations in the red end of the spectrum are approximately
180° (about 30 fs) ahead of those in the blue. Furthermore, in
the PC pulse data this 180° phase shift occurs very close to the
observed null in the amplitude of the oscillations. The null and
phase shift are consistent with the observed oscillations being
due mainly to coherent motion on the S1 state, as the wave
packet travels from high to low optical frequencies (on a time
scale of 30 fs) where the oscillations are highly visible, through
S1 minimum where the phase shifts and the oscillations are
washed out. For both the PC and TL excitation, the oscillations
are dominated by wave packet motion on S1, which results in
the usual 60-fs round trip time as the population moves from
the absorption region out to the red and then back again.
Intuitively, the oscillations in the red will be 180° (30 fs) out
of phase with those in the blue. When the oscillations excited
by a NC pulse are analyzed, we see that there is a phase shift
of about 270° between the blue and red edges of the spectrum,
owing to the significant ground-state motion. Calculations show
that the large phase difference is due to this ground-state
component, while the excited-state component behaves as in
the PC and TL cases. Referring back to Figure 1, we offer the
following intuitive explanation of the extra phase shift. As the
S1 wave function moves to the red, some is pulled down to
create the S0 nonstationary hole. The S0 wave function
propagates briefly in the same direction as the S1 wave function,
but the slope of S0 resists this motion and eventually it reverses
direction and goes back toward the blue. This process results
in a broad ground-state hole that does not evolve in the same
intuitive way as do the more or less Gaussian wave packets on
S1. The ground-state hole undergoes a sort of breathing motion,
so that modulations on the edges of the spectrum occur closer
together in time than they would if they were due to a classical
wave packet sloshing back and forth.
The last aspect of the observed oscillations we analyze are

their damping times, which is accomplished by using a single-
value-decomposition method37 to analyze the oscillatory part
of the data. This method assumes the data can be fit with a set

Figure 6. Calculated pump-probe signal of LD690, using the
molecular parameters from Table 1 and the pulse spectrum and chirps
shown in Figure 2, with the decomposition into S0 and S1 contributions.
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of exponentially damped sinusoids, which may not be the case
in nature if the vibrational relaxation is non-Markovian or if a
single frequency has multiple relaxation times. The numbers
obtained from this analysis should therefore not be taken as
absolute determinations of the vibrational dephasing times, but
as approximate values that illustrate the trend with different
probing wavelength and chirp. The most dramatic chirp effect
is seen in the blue region of the spectrum this time. Figure 10
shows the oscillations at 580 nm, where a NC pulse yields
essentially undamped oscillations, while the TL pulse excites
oscillations that decay on the order of a picosecond, and a PC
pulse results in oscillations with an even faster decay time of
about 0.8 ps. Again, the oscillations at 610 nm are less sensitive
to the chirp, although there is a trend toward faster decays with
positive chirp. At 640 nm the situation is the reverse of 580

nm: a positively chirped pulse excites oscillations with a
significantly slower decay time (roughly a factor of 2) than those
caused by a TL or negatively chirped pulse. At 670 nm the
situation is similar to that at 640 nm. Negatively chirped and
TL pulses yield oscillations with approximately the same decay
time, while positively chirped pulses result in a slower decay.
In conclusion, an analysis of the decay times of the oscillations
shows at least one clear trend: negative chirp yields fast-
decaying oscillations in the red, while positive chirp yields fast
decays in the blue. Figure 11 summarizes these decay times
and illustrates the regions of the potential energy surfaces
interrogated by each probe wavelength.
A qualitative explanation of the data is as follows. There is

a large body of work on vibrational relaxation in polyatomic
molecules38 that suggests that higher-lying vibrational states
undergo faster relaxation. Thus in the negatively chirped case,
where we are dominated by the ground-state contribution, we
see a fast damping in the red part of the spectrum (corresponding

Figure 7. Normalized Fourier power spectra of the data for LD690
shown in Figure 3, after applying a weak smoothing algorithm to
remove high-frequency noise components. The pulses used are (1) a
positively chirped pulse with an intensity autocorrelation width) 19
fs (top), (2) a transform-limited pulse with an intensity autocorrelation
width ) 12 fs (middle), and (3) a negatively chirped pulse with an
intensity autocorrelation width) 25 fs (bottom). The vertical axis is
the Fourier amplitude of the pump-induced molecular response at a
given vibrational frequency, detected at a given optical frequency. Note
that the vertical scale for the negatively chirped pump pulse is different
from that of the transform-limited and positively chirped pulses.

Figure 8. Normalized Fourier power spectra of the calculated pump-
probe signals using the experimental pulses from Figure 2 and a
multimode displaced harmonic oscillator model for LD690. Top) PC
pulse, middle) TL pulse, bottom) NC pulse. The vertical axis is the
Fourier amplitude of the pump-induced molecular response at a given
vibrational frequency, detected at a given optical frequency. Note that
the vertical scale for the negatively chirped pump pulse is different
from that of the transform-limited and positively chirped pulses.
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to coherences involving higher-lying states in S0) while the
oscillations in the bluer region suffer much less damping, since
they involve lower-lying states and motion closer to the ground-
state minimum. The signal at 580 nm does not correspond to
the ground-state minimum, but if the well is anharmonic then
580 nm will be closer to the ground-state minimum than 640
nm. As discussed above, the signal at 610 nm is dominated by
the excited-state oscillations even in the case of NC excitation
and will not give a good indication of the ground-state damping.
Both the TL and especially the PC pulse data should be

dominated by the excited-state wave packet motion. Here the
fast damping at 580 nm is due to coherently excited higher-
lying vibrational states in the S1 vibrational manifold, now that
the S0 motion is less pronounced. There is also fairly rapid
damping of the oscillations out at 670 nm, which is past the
fluorescence peak and also corresponds to coherences between
higher-lying vibrational states in S1. The relatively slow
damping at 640 nm, close to the excited-state PES minimum
as inferred from the steady-state fluorescence peak at 635 nm,
is again most likely the result of wave packet motion close to
the bottom of the potential well having a longer dephasing time.
A summary of this data is that, for the 586-cm-1 mode,
vibrational dephasing for low-lying states is roughly 3 ps in S1

and at least 10 ps in S0, while both S0 and S1 show dephasing
times of about 1 ps for higher-lying states. It is interesting to
note that if this interpretation is correct, the vibrational dephasing
rate depends on the region of the potential well the wave packet
samples as well as the given electronic state.
The analysis of the chirped pulse excitation of BR is

considerably more complicated than for LD. The fast movement
of BR’s excited-state population out of the Franck-Condon
region toward the crossing point where the photoproduct is
formed has been found to occur on a time scale of 200 fs.39

The rapid disappearance of the S1 population from the optical
spectrum means that oscillations observed on a longer time scale
must result from the ground state or from a coherently formed
photoproduct. A careful comparison of pump-probe data with
calculations based on resonant Raman data27 has shown that
ground-state oscillations in the red can be attributed to the
impulsively excited ground state, and we hoped to be able to
make the same determination based only on chirping the
excitation pulse. The fact that we manage to kill most of BR’s
oscillatory component by putting a slight positive chirp on the
pulse implies that we are at least partially successful in our
attempt to use chirp to turn off the ground-state component.
The Fourier power spectrum of a full calculation of the 656-
nm signal is shown in Figure 12, and comparing this to the
data in Figure 5 we see that the calculation underestimates the
magnitude of the 1000 cm-1 peak in the TL and NC data and
also predicts that the 1530-cm-1 mode should be much larger
in the PC data than in the NC data, whereas experimentally
they are of similar magnitude. The reasons for the qualitative
discrepancies between theory and experiment are unclear but
may be the result of modeling a reactive (and thus very
anharmonic) excited state as a collection of displaced harmonic
oscillators. A calculation of the same system using the linearly
chirped Gaussian pulse mentioned previously showed almost
complete suppression of the ground-state oscillations in the PC

Figure 9. Wavelength dependence of the phase of the oscillations for
LD690 comparing the experimental data (solid) with the calculated
(dashed) delays of the 586-cm-1 oscillation. 60 fs) 2π phase shift.

Figure 10. Different decays of the oscillatory component of the
experimental pump-probe signal of LD690 at 580 nm using PC, TL,
and NC pump pulses.

Figure 11. Dependence of the damping time of the oscillations on
pulse chirp and probe wavelength for LD690.

Figure 12. Fourier power spectra of the calculated signal of BR for
the pulses and probe wavelength shown in Figure 5.
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calculation, including those from the 1530 cm-1 mode, implying
that our inability to achieve this experimentally is due at least
in part to the nonideal pulse shape. But even the Gaussian pulse
showed no NC enhancement, and it may be that an even shorter
pulse is needed, which can be both chirped and short enough
to impulsively excite these higher frequency modes. The fact
that the 1000-cm-1 peak does not disappear as quickly with
negative chirp as do the higher frequency peaks suggests that
some competition between chirp rate and overall pulse width
is indeed occurring.
The phenomenon of a linear chirp enhancing or suppressing

ground-state wave packet motion should be general and not
specific to the case of displaced harmonic oscillators. Any
optical transition creates a vibrational wave packet with
maximum potential energy that subsequently evolves to a lower
point on the PES and thus to a lower optical transition frequency.
Another point is that this Raman-type process relies on two field
interactions separated in time. During the period between
interactions, the system is in a coherent superposition of ground
and excited electronic states and hence will be subject to
electronic dephasing processes, referred to as T2. These effects
will therefore be enhanced in a system with a longer electronic
dephasing time, while a very short T2 will tend to negate the
chirp effects. Calculations and preliminary experiments on the
molecule Nile Blue, which has a faster effective electronic
dephasing time than LD690,32 show less of an enhancement
effect. Finally, it is important in these calculations to take the
actual phase structure of the pulse into account. Figure 2 shows
that these pulses have significant higher order chirp, and these
higher order terms keep us from doing a better job of selective
excitation. Calculations using Gaussian pump pulses with
purely linear positive chirp showed more effective elimination
of the ground-state contribution to the oscillations, and it is an
open question whether there is an optimum pulse shape that
can turn off the S0 component while still appreciably exciting
the S1 component.

Conclusions
By analyzing the variation of the wavelength-dependent

amplitude, phase, and damping times of the oscillations in the
pump-probe signal, we have shown how modifying the phase
properties of the excitation pulse can selectively excite wave
packet motion on the two electronic PES’s of a molecule in the
condensed phase. By imparting a negative chirp on the pulse,
we can enhance the ground-state coherent motion through a
resonant impulsive stimulated Raman process, while a positive
chirp has been shown to discriminate against such processes.
From these simple experiments of changing the chirp of the
excitation pulse, we have surmised that both S0 and S1 PES’s
of LD690 have level-dependent vibronic dephasing times, which
vary from about 3 to<1 ps in the S1 state and from>10 to
about 1 ps in the S0 state. The application of chirped pulse
excitation to BR demonstrates significant suppression of the S0

component in a photoreactive system by a PC pulse. Calcula-
tions for both LD and BR suggest that the use of shorter pulses
with more well-defined chirps would improve selectivity, and
it is possible that a short pulse with a small well-defined positive
linear chirp could be used to excite wave packet motion only
on the excited state, which could then be analyzed to provide
information on the excited-state vibrational structure and
dephasing. Negatively chirped pulses, on the other hand, may
be useful for creating large-amplitude motion on ground-state
potentials.40,41 The use of more sophisticated pulse shaping
techniques42,43can be expected to provide researchers with more
opportunities to use tailored light fields to unravel molecular

photophysics. Finally, these results demonstrate the dramatic
effect of pulse phase structure on vibrational coherences
observed in transient absorption experiments and suggest that
caution should be used in the interpretation of such data when
the excitation pulse is not well characterized.
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